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#### Abstract

For each integer $n \geq 2$, let $p_{1} \leq p_{2} \leq \cdots \leq p_{k}$ be the complete list of the prime factors of $a(n):=n(n+1)$. Consider the function $s_{n}:\left\{p_{1}, \ldots, p_{k}\right\} \rightarrow$ $\{0,1\}$ defined by $s_{n}\left(p_{j}\right)=0$ if $p_{j} \mid n$ and 1 if $p_{j} \mid n+1$. Then consider the binary number $h(n):=s_{n}\left(p_{1}\right) \ldots s_{n}\left(p_{k}\right)$. In an earlier paper, we proved that the number $0 . h(2) h(3) h(4) \ldots$ is a binary normal number and in fact we proved the more general statement when, for a fixed integer $t \geq 2$, we set $a(n):=$ $n(n+1) \cdots(n+t-1)$, thus allowing for the construction of a normal number in base $t$. Here, we give a much shorter and simpler proof of this result and then we consider a more general result when $a(n)$ is the product of linear functions.
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## 1. Introduction

Given an integer $t \geq 2$, a $t$-normal number, or for short a normal number, is a real number whose $t$-ary expansion is such that any preassigned sequence, of length $k \geq 1$, of base $t$ digits in this expansion, occurs at the expected frequency, namely $1 / t^{k}$. Given an integer $r \geq 1$, we say that an expression of the form $i_{1} i_{2} \ldots i_{r}$, where each $i_{j} \in\{0,1, \ldots, t-1\}$, is a word of length $r$. The symbol $\Lambda$ will denote the empty word.

[^0]In a series of papers (see [2] through [16]), we produced several methods for creating large families of normal numbers using the multiplicative structure of integers. In one of these [3], we proved the following result.
Theorem A. Let $t \geq 2$ be a fixed integer and set $E(n):=n(n+1) \cdots(n+t-1)$. Moreover, for each positive integer $n$, set

$$
e(n):=\prod_{\substack{q^{\beta} \| E(n) \\ q \leq t-1}} q^{\beta}
$$

Define the sequence $h_{n}$ on the prime powers $q^{a}$ of $E(n)$ as follows:

$$
h_{n}\left(q^{a}\right)=h_{n}(q)= \begin{cases}\Lambda & \text { if } q \mid e(n) \\ \ell & \text { if } q \mid n+\ell, \operatorname{gcd}(q, e(n))=1\end{cases}
$$

If $E(n)=q_{1}^{a_{1}} q_{2}^{a_{2}} \cdots q_{r}^{a_{r}}$ where $q_{1}<q_{2}<\cdots<q_{r}$ are primes and each $a_{i} \in \mathbb{N}$, then set

$$
S(E(n))=h_{n}\left(q_{1}\right) h_{n}\left(q_{2}\right) \cdots h_{n}\left(q_{r}\right)
$$

Then, the number $0 . S(E(1)) S(E(2)) \ldots S(E(n)) \ldots$ is a $t$-normal number.
The proof of Theorem A that we gave in [3] is lengthly and somewhat complicated. Here, we provide a shorter and simpler proof of Theorem A and thereafter, we show the more general result when $E(n)$ is the product of linear functions.

## 2. Main results

We start by a simple reformulation of Theorem A for the binary case.
Theorem 2.1. For each integer $n \geq 2$, let $p_{1} \leq p_{2} \leq \cdots \leq p_{k}$ be the complete list of the prime factors of $n(n+1)$. Consider the function $s_{n}:\left\{p_{1}, \ldots, p_{k}\right\} \rightarrow$ $\{0,1\}$ defined by

$$
s_{n}\left(p_{j}\right)=\left\{\begin{array}{lll}
0 & \text { if } & p_{j} \mid n \\
1 & \text { if } & p_{j} \mid n+1
\end{array}\right.
$$

and the corresponding binary number

$$
h(n):=s_{n}\left(p_{1}\right) \ldots s_{n}\left(p_{k}\right)
$$

Then, the number $0 . h(2) h(3) h(4) \ldots$ is a binary normal number
Then comes a (simpler) formulation of Theorem A for the case of an arbitrary base $t \geq 2$.
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Theorem 2.2. Let $t \geq 2$ be a fixed integer, set $a(n):=n(n+1) \cdots(n+t-1)$ and write its factorisation as $a(n)=p_{1} p_{2} \cdots p_{k}$, where $p_{1} \leq p_{2} \leq \cdots \leq p_{k}$ are all the primes dividing $a(n)$. Consider the function $s_{n}:\left\{p_{1}, \ldots, p_{k}\right\} \rightarrow\{0,1, \ldots, t-1\}$ defined by

$$
s_{n}(p)= \begin{cases}j & \text { if } p \geq t \text { and } p \mid n+j \\ \Lambda & \text { if } p<t\end{cases}
$$

and set $h(n):=s_{n}\left(p_{1}\right) s_{n}\left(p_{2}\right) \ldots s_{n}\left(p_{k}\right)$. Then, the number $0 . h(2) h(3) h(4) \ldots$ is a $t$-normal number.

Finally, we have the more general result when $a(n)$ is the product of linear functions.

Theorem 2.3. Fix an integer $t \geq 2$. Consider the $t$ linear functions $L_{j}(x)=$ $a_{j} x+b_{j}, j=0,1, \ldots, t-1$, where
$a_{i} b_{j}-a_{j} b_{i} \neq 0$ for all $0 \leq i<j \leq t-1, a_{j}, b_{j}>0$ for $j=0,1, \ldots, t-1$.
Set $a(n):=\prod_{j=0}^{t-1} L_{j}(n)=p_{1} p_{2} \cdots p_{k}$, where $p_{1} \leq p_{2} \leq \cdots \leq p_{k}$ are all the primes dividing $a(n)$. Moreover, let $N_{0}>0$ be a constant which is such that if $p>N_{0}$, then if $1 \leq i<j \leq t-1, G C D\left(L_{i}(n), L_{j}(n)\right)$ is not a multiple of $p$. Then, let $s_{n}$ be defined on the prime divisors of $a(n)$ by

$$
s_{n}(p)= \begin{cases}j & \text { if } p \geq N_{0} \text { and } p \mid L_{j}(n) \\ \Lambda & \text { if } p<N_{0}\end{cases}
$$

Moreover, let

$$
h(n):=s_{n}\left(p_{1}\right) s_{n}\left(p_{2}\right) \ldots s_{n}\left(p_{k}\right)
$$

Then the number $0 . h(2) h(3) h(4) \ldots$ is a base $t$ normal number.

## 3. Basic techniques on normal numbers

In the first section, we introduced the notion of "word". In the present section, we focus on words in base 2, namely binary words. A binary word is a finite sequence of 0 's and 1 's, that is a sequence of digits in base 2 . Let $E$ be the set of binary words. Given $\beta=b_{1} b_{2} \ldots b_{k} \in E$, we denote by $\lambda(\beta)$ the length of the word $\beta$, that is $k$, the number of binary digits that it contains. In particular, $\lambda(\Lambda)=0$. Given $\kappa, \beta \in E$, we say that $\kappa$ is a subword of $\beta$ if there exist $u, v \in E$ such that $\beta=u \kappa v$. Given $\beta, \kappa \in E$, we let $\rho(\beta \mid \kappa)$ stand for the number of
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ways of writing $\beta$ as $\beta=u \kappa v$ for some $u, v \in E$. In particular, it is clear that if $\beta=\beta_{1} \beta_{2}$, then

$$
\rho\left(\beta_{1} \mid \kappa\right)+\rho\left(\beta_{2} \mid \kappa\right) \leq \rho\left(\beta_{1} \beta_{2} \mid \kappa\right) \leq \rho\left(\beta_{1} \mid \kappa\right)+\rho\left(\beta_{2} \mid \kappa\right)+\lambda(\kappa)-1
$$

With this set up, we introduce the following proposition.
Proposition 3.1. Let $\varepsilon_{1}, \varepsilon_{2}, \ldots$ be an infinite binary sequence and consider the (finite) words

$$
A_{M}:=\varepsilon_{1} \varepsilon_{2} \ldots \varepsilon_{M} \quad(M=1,2, \ldots)
$$

and further consider the real number $\alpha:=0 . \varepsilon_{1} \varepsilon_{2} \ldots$. If for every $\kappa \in E$, there exists an increasing sequence of integers $M_{1}, M_{2}, \ldots$ such that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{M_{r+1}-M_{r}}{M_{r}}=0 \quad \text { and } \quad \lim _{r \rightarrow \infty} \frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{M_{r}}=\frac{1}{2^{\lambda(\kappa)}}, \tag{1}
\end{equation*}
$$

then,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\rho\left(A_{N} \mid \kappa\right)}{N}=\frac{1}{2^{\lambda(\kappa)}}, \tag{2}
\end{equation*}
$$

implying that $\alpha$ is a binary normal number.
Proof. Fix an arbitrary $\kappa \in E$ and let $\left(M_{r}\right)_{r \in \mathbb{N}}$ be the corresponding sequence of integers satisfying (1). Let $N>0$ be a large integer and let $r$ be such that $M_{r}<N \leq M_{r+1}$. Then, define $D_{N}$ implicitly by $A_{N}=A_{M_{r}} D_{N}$. It follows that

$$
\lambda\left(D_{N}\right) \leq N-M_{r} \leq M_{r+1}-M_{r}
$$

and therefore,

$$
\rho\left(A_{M_{r}} \mid \kappa\right) \leq \rho\left(A_{N} \mid \kappa\right) \leq \rho\left(A_{M_{r}} \mid \kappa\right)+\lambda\left(D_{N}\right)
$$

which in turn implies that

$$
\begin{equation*}
\frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{N} \leq \frac{\rho\left(A_{N} \mid \kappa\right)}{N} \leq \frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{N}+\frac{\lambda\left(D_{N}\right)}{N} . \tag{3}
\end{equation*}
$$

Since, as $N$ becomes large and therefore $r$ as well, we have

$$
\frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{M_{r+1}} \leq \frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{N} \quad \text { and } \quad \frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{N}+\frac{\lambda\left(D_{N}\right)}{N} \leq \frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{M_{r}}+o(1)
$$

it follows that (3) can be replaced by

$$
\begin{equation*}
\frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{M_{r}} \cdot \frac{M_{r}}{M_{r+1}} \leq \frac{\rho\left(A_{N} \mid \kappa\right)}{N} \leq \frac{\rho\left(A_{M_{r}} \mid \kappa\right)}{M_{r}}+o(1) . \tag{4}
\end{equation*}
$$

4

Since $\frac{M_{r}}{M_{r+1}}=1+o(1)$ as $r \rightarrow \infty$ (due to the first relation in $1 p$ ) and because of the second relation in (1), we may replace (4) by

$$
\frac{1}{2^{\lambda(\kappa)}}(1+o(1)) \leq \frac{\rho\left(A_{N} \mid \kappa\right)}{N} \leq \frac{1}{2^{\lambda(\kappa)}}(1+o(1)) \quad(r \rightarrow \infty)
$$

which clearly implies (2).

## 4. Additional notation and preliminary results

From here on, the letters $p$ and $q$ with or without subscripts will always denote prime numbers.

We now state some classical results from prime number theory. We start with Mertens' theorem, which in fact can be formulated in three equivalent forms.

Theorem B. (Mertens) For large $x$, we have
(i) $\sum_{p \leq x} \frac{\log p}{p}=\log x+O(1)$,
(ii) $\sum_{p \leq x} \frac{1}{p}=\log \log x+B+O\left(\frac{1}{\log x}\right)$ for some constant $B$,
(iii) $\prod_{p \leq x}\left(1-\frac{1}{p}\right)=\frac{e^{D}}{\log x}\left(1+O\left(\frac{1}{\log x}\right)\right)$ for some constant $D$.

Proof. The above is Theorem 10.1 in the book of De Koninck and Doyon [1], where a detailed proof is given.

Lemma 4.1. Given real numbers $y>x \geq e$, we have

$$
\begin{aligned}
& \text { (a) } \sum_{x<p \leq y} \frac{\log p}{p}=\log y-\log x+O\left(\frac{1}{\log x}\right) \\
& \text { (b) } \sum_{x<p \leq y} \frac{1}{p}=\log \left(\frac{\log y}{\log x}\right)+O\left(\frac{1}{\log x}\right)
\end{aligned}
$$

Proof. To prove part (a), one will not succeed by simply using part (i) of Theorem B. A stronger estimate is required. In 1962, Rosser and Schoenfeld 19]
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proved that there exist constants $E<0$ and $a>0$ such that

$$
\begin{equation*}
\sum_{p \leq x} \frac{\log p}{p}=\log x+E+O\left(\frac{1}{e^{a \sqrt{\log x}}}\right) \tag{5}
\end{equation*}
$$

It is then clear that part (a) is an easy consequence of (5).
Part (b) is an immediate consequence of Theorem B (ii).
Lemma 4.2. Given $x \geq e^{e^{e}}$, let $\varepsilon(x)$ be a function which tends to 0 as $x \rightarrow \infty$ but at the same time satisfies $\varepsilon(x) \geq 1 / \log \log \log x$. Further set

$$
z_{1}=z_{1}(x)=\exp \left\{(\log x)^{\varepsilon(x)}\right\} \quad \text { and } \quad z_{2}=z_{2}(x)=\exp \left\{(\log x)^{1-\varepsilon(x)}\right\}
$$

Then, for $j=1,2$, there exists an absolute constant $c>0$ for which, for all $x \geq e^{e^{e}}$,

$$
\begin{equation*}
W_{j}\left(x ; z_{1}, z_{2}\right):=\sum_{n \leq x}\left(\sum_{\substack{p \mid n \\ p<z_{1}}} 1\right)^{j}+\sum_{n \leq x}\left(\sum_{\substack{p \mid n \\ z_{2}<p \leq x}} 1\right)^{j} \leq c \varepsilon(x) x(\log \log x)^{j} \tag{6}
\end{equation*}
$$

Proof. First consider the case $j=1$. Using Theorem B(ii), we have

$$
\begin{aligned}
W_{1}\left(x ; z_{1}, z_{2}\right)= & \sum_{p<z_{1}}\left\lfloor\frac{x}{p}\right\rfloor+\sum_{z_{2}<p \leq x}\left\lfloor\frac{x}{p}\right\rfloor \leq x \sum_{p<z_{1}} \frac{1}{p}+x \sum_{z_{2}<p \leq x} \frac{1}{p} \\
= & x\left(\log \left((\log x)^{\varepsilon(x)}\right)\right)+O(x) \\
& \quad+x\left(\log \log x-\log \left((\log x)^{1-\varepsilon(x)}\right)\right)+O(x) \\
= & \varepsilon(x) x \log \log x+O(x)
\end{aligned}
$$

thus proving (6) in the case $j=1$.
For the case $j=2$, we follow the method of proof of Theorem 7.2 in the book of De Koninck and Luca 17 by first writing that

$$
\sum_{n \leq x}\left(\sum_{\substack{p \mid n \\ p<z_{1}}} 1\right)^{2}=\sum_{n \leq x}\left(\sum_{\substack{p \nmid n \\ p<z_{1}}} 1+2 \sum_{\substack{p q \mid n \\ p<q<z_{1}}} 1\right)=S_{1}(x)+2 S_{2}(x)
$$

say, and similarly

$$
\sum_{n \leq x}\left(\sum_{\substack{p \mid n \\ z_{2}<p \leq x}} 1\right)^{2}=\sum_{n \leq x}\left(\sum_{\substack{p \mid n \\ z_{2}<p \leq x}} 1+2 \sum_{\substack{p q \mid n \\ z_{2}<p<q \leq x}} 1\right)=T_{1}(x)+2 T_{2}(x)
$$

say.

Clearly,

$$
\begin{equation*}
S_{1}(x) \leq \sum_{n \leq x} \sum_{p \mid n} 1=\sum_{n \leq x} \omega(n)=O(x \log \log x), \tag{7}
\end{equation*}
$$

where $\omega(n)$ stands for the number of distinct prime factors of $n$.
On the other hand,

$$
\begin{align*}
S_{2}(x) & =\sum_{\substack{p<a z_{1} \\
p q \leq x}}\left|\frac{x}{p q}\right| \leq x \sum_{p<q<z_{1}} \frac{1}{p q}=x \sum_{q<z_{1}} \frac{1}{q} \sum_{p<q} \frac{1}{p} \ll x \sum_{q<z_{1}} \frac{\log \log q}{q} \\
& =x \int_{2}^{z_{1}} \frac{\log \log t}{t} d \pi(t) \ll x \int_{2}^{z_{1}} \frac{\log \log t}{t \log t} d t=\left.\frac{x}{2}(\log \log t)^{2}\right|_{2} ^{z_{1}} \\
& \ll x\left(\log \log z_{1}\right)^{2}=x(\varepsilon(x) \log \log x)^{2}<x \varepsilon(x)(\log \log x)^{2} . \tag{8}
\end{align*}
$$

Similarly as we did to obtain (7), one easily obtains that

$$
\begin{equation*}
T_{1}(x)=O(x \log \log x) \tag{9}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
T_{2}(x) & \leq x \sum_{z_{2}<p \leq x} \frac{1}{p} \sum_{p<q \leq x} \frac{1}{q} \ll x \sum_{z_{2}<p \leq x} \frac{1}{p} \log \log x \\
& \ll x \log \log x\left(\log \log x-\log \log z_{2}\right) \\
& =x \log \log x(\log \log x-(1-\varepsilon(x)) \log \log x) \\
& =x \log \log x(\varepsilon(x) \log \log x)=x \varepsilon(x)(\log \log x)^{2} . \tag{10}
\end{align*}
$$

Gathering estimates (7), (8), (9) and (10) completes the proof of (6) in the case $j=2$ and thereby the proof of Lemma4.2.

Lemma 4.3. Let $H$ be a large number. Then,

$$
\begin{equation*}
\sum_{\substack{p<q \\ \log q \\ \log p} e^{H}} \frac{\log ^{2} p}{p}=\sum_{q^{e-H}<p<q} \frac{\log ^{2} p}{p}=\left(1-e^{-2 H}\right) \frac{\log ^{2} q}{2}+O(\log q) \tag{11}
\end{equation*}
$$

Proof. Writing the sum $\Sigma_{q}$ in 11 as a Stieltjes integral and then using the prime number theorem in the form

$$
\pi(x):=\sum_{p \leq x} 1=\frac{x}{\log x}+O\left(\frac{x}{\log ^{2} x}\right)
$$

we obtain that

$$
\begin{aligned}
\Sigma_{q}= & \int_{q^{-H}}^{q} \frac{\log ^{2} t}{t} \mathrm{~d} \pi(t)=\left.\pi(t) \frac{\log ^{2} t}{t}\right|_{q^{e^{-H}}} ^{q} \\
& \quad+\int_{q^{e^{-H}}}^{q} \pi(t) \frac{\log ^{2} t}{t^{2}}\left(1+O\left(\frac{1}{\log t}\right)\right) \mathrm{d} t \\
= & O(\log q)+\int_{q^{e^{-H}}}^{q} \frac{\log t}{t}\left(1+O\left(\frac{1}{\log t}\right)\right) \mathrm{d} t \\
= & \frac{1}{2}\left(1-e^{-2 H}\right) \log ^{2} q+O(\log q),
\end{aligned}
$$

as claimed.
Lemma 4.4. Let $H>0$ be a fixed positive number. Let $\tau_{H}(n)$ be the number of prime divisors $p$ of $n(n+1)$ for which there exist no prime divisors of $n(n+1)$ located in the interval $\left(p, p^{e^{H}}\right)$. Then, for $j=1,2$, there exists an absolute constant $c>0$ such that

$$
\begin{equation*}
\sum_{n \leq x} \tau_{H}(n)^{j} \leq \frac{c}{H} x(\log \log x)^{j} \tag{12}
\end{equation*}
$$

Proof. In the case of $j=1$, using standard sieve techniques as well as Theorem $B$ (iii), we have that

$$
\sum_{n \leq x} \tau_{H}(n) \ll \sum_{p \leq x} \frac{x}{p} \prod_{p<q<p^{e^{H}}}\left(1-\frac{1}{q}\right) \ll x \sum_{p \leq x} \frac{1}{p} \cdot \frac{1}{e^{H}} \ll \frac{x}{e^{H}} \log \log x
$$

which clearly implies $(12$ in the case $j=1$. The case $j=2$ can be handled in a similar manner.

## 5. The sketch of the proof of Theorem 2.1

Given an integer $n \geq 2$ with $n(n+1)=p_{1} p_{2} \cdots p_{k}$, it is clear that

$$
k=\Omega(n)+\Omega(n+1)
$$

where $\Omega(n)$ stands for the number of prime factors of $n$ counting their multiplicities.

Now, given a word $\delta_{1} \ldots \delta_{\ell} \in\{0,1\}^{\ell}$ with $\ell \leq k$, we let $K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)$ stand for the number of occurrences of the word $\delta_{1} \ldots \delta_{\ell}$ in $h(n)$, that is,

$$
K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right):=\#\left\{j \in\{1, \ldots, k-r\}: s_{n}\left(p_{j+r}\right)=\delta_{r} \text { with } r=1, \ldots, \ell\right\}
$$
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In particular, it is easy to see that

$$
\sum_{\delta_{1} \ldots \delta_{\ell} \in\{0,1\}^{\ell}} K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)=\Omega(n)+\Omega(n+1)-(\ell-1)=k-(\ell-1) .
$$

It is known (see for instance Elliott [18]) that, given any fixed numbers $\delta>0$ and $\varepsilon>0$,

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{1}{x} \#\left\{n \leq x: \frac{|\Omega(n)-\log \log n|}{(\log \log n)^{\frac{1}{2}+\delta}}>\varepsilon\right\}=0 \tag{13}
\end{equation*}
$$

Our goal is to show that, for every word $\delta_{1} \ldots \delta_{\ell} \in\{0,1\}^{\ell}$, we have

$$
K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)=(1+o(1)) \frac{\Omega(n)+\Omega(n+1)}{2^{\ell}}
$$

for almost all $n \leq x$ as $x \rightarrow \infty$, which amounts, in light of 13 , to show that

$$
\begin{equation*}
K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)=(1+o(1)) \frac{\log \log x}{2^{\ell-1}} \tag{14}
\end{equation*}
$$

for almost all $n \leq x$ as $x \rightarrow \infty$.
For each word $\delta_{1} \ldots \delta_{\ell} \in\{0,1\}^{\ell}$, we set

$$
T\left(x \mid \delta_{1} \ldots \delta_{\ell}\right):=\sum_{n \leq x} K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)
$$

It then follows from (14) that

$$
\begin{equation*}
T\left(x \mid \delta_{1} \ldots \delta_{\ell}\right)=(1+o(1)) x \frac{\log \log x}{2^{\ell-1}} \quad(x \rightarrow \infty) \tag{15}
\end{equation*}
$$

and actually more is true as we will prove that

$$
\begin{equation*}
\sum_{n \leq x}\left(K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)-\frac{\log \log x}{2^{\ell-1}}\right)^{2}=o\left(x(\log \log x)^{2}\right) \tag{16}
\end{equation*}
$$

Clearly, as a consequence of (16), we have that,

$$
\begin{equation*}
\sum_{n \leq x}\left|K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)-\frac{\log \log x}{2^{\ell-1}}\right|=o(x \log \log x) \quad(x \rightarrow \infty) \tag{17}
\end{equation*}
$$

which means that for any fixed number $\varepsilon>0$, we have

$$
\lim _{x \rightarrow \infty} \frac{1}{x} \#\left\{n \leq x: \max _{\delta_{1} \ldots \delta_{\ell} \in\{0,1\}^{\ell}}\left|\frac{K\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)}{2 \log \log x}-\frac{1}{2^{\ell}}\right|>\varepsilon\right\}=0
$$

from which, as we will now see, it will follow that the number $\xi$ of Theorem 2.1 is indeed a binary normal number.

To see this, we proceed as follows. Recall that

$$
\xi=0 . h(2) h(3) \ldots=0 . \epsilon_{1} \epsilon_{2} \epsilon_{3} \ldots
$$

where each $\epsilon_{i} \in\{0,1\}$, and also set

$$
A_{N}:=\epsilon_{1} \epsilon_{2} \ldots \epsilon_{N}
$$

Further set

$$
C_{r}:=h(2) h(3) \ldots h(r) \quad(r=2,3, \ldots)
$$

We know that

$$
\begin{equation*}
\lambda\left(C_{r}\right)=\sum_{j=2}^{r} \lambda(h(j))=2 \sum_{i=2}^{r} \Omega(i)+O(\log r)=2 r \log \log r+O(r) \tag{18}
\end{equation*}
$$

Consequently, if for the sequence $\left(M_{r}\right)_{r \in \mathbb{N}}$ appearing in Proposition 3.1, we choose $M_{r}:=\lambda\left(C_{r}\right)$, it will follow from that

$$
\lim _{r \rightarrow \infty} \frac{M_{r+1}}{M_{r}}=1
$$

On the other hand, it is clear that for an arbitrary word $\kappa$, we have

$$
\begin{equation*}
\sum_{j=2}^{r} \rho(h(j) \mid \kappa) \leq \rho\left(C_{r} \mid \kappa\right) \leq \sum_{j=2}^{r} \rho(h(j) \mid \kappa)+r \lambda(\kappa) . \tag{19}
\end{equation*}
$$

Using inequalities (17) and (19), we have that

$$
\begin{equation*}
\frac{\rho\left(C_{r} \mid \kappa\right)}{M_{r}} \rightarrow \frac{1}{2^{\lambda(\kappa)}} \quad(r \rightarrow \infty) \tag{20}
\end{equation*}
$$

Applying Proposition 3.1, we may conclude that

$$
\lim _{N \rightarrow \infty} \frac{\rho\left(A_{N} \mid \kappa\right)}{N}=\lim _{r \rightarrow \infty} \frac{\rho\left(C_{r} \mid \kappa\right)}{r}=\frac{1}{2^{\lambda(\kappa)}}
$$

thus establishing that $\xi$ is indeed a binary normal number.

## 6. The proofs of the various steps

Given positive integers $m<n$, we set

$$
Q(m, n):=\prod_{m<p<n} p
$$
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In order to prove (15), we start with the case of $K(n \mid 01)$. First observe that setting $T(x \mid 01):=\sum_{n \leq x} K(n \mid 01)$, we have

$$
\begin{aligned}
T(x \mid 01)=\sum_{p<q \leq x} \# & \{n \leq x: p|n, q| n+1 \text { and } \operatorname{GCD}(n(n+1), Q(p, q))=1\} \\
=: & \sum_{p<q \leq x} S(x ; p, q)
\end{aligned}
$$

say. We separate the above sum in two parts, as follows:

$$
\begin{equation*}
T_{1}(x \mid 01):=\sum_{\substack{z_{1}<p<q<z_{2} \\ \log q \\ \log p<e^{H}}} S(x ; p, q) \text { and } T_{2}(x \mid 01):=T(x \mid 01)-T_{1}(x \mid 01) \tag{21}
\end{equation*}
$$

where $z_{1}$ and $z_{2}$ were defined in Lemma 4.2. It follows from Lemmas 4.2 and 4.4 that there exist absolute constants $c_{2}>0$ and $c_{3}>0$ for which we have

$$
\begin{equation*}
T_{2}(x \mid 01) \leq\left(c_{2} \varepsilon(x)+\frac{c_{3}}{H}\right) x \log \log x \tag{22}
\end{equation*}
$$

Using sieve theory techniques and Lemma 4.1, one can prove that, as $x \rightarrow \infty$,

$$
\begin{align*}
S(x ; p, q) & =(1+o(1)) \frac{x}{p q} \prod_{p<\pi<q}\left(1-\frac{2}{\pi}\right) \\
& =(1+o(1)) \frac{x}{p q} \exp \left\{-2 \sum_{p<\pi<q} \frac{1}{\pi}+O\left(\sum_{p<\pi<q} \frac{1}{\pi^{2}}\right)\right\} \\
& =(1+o(1)) \frac{x}{p q} \exp \left\{-2 \log \left(\frac{\log q}{\log p}\right)+O\left(\frac{1}{\log p}\right)\right\} \\
& =(1+o(1)) \frac{x}{p q} \frac{\log ^{2} p}{\log ^{2} q} \tag{23}
\end{align*}
$$

Using (23) in the representation of $T_{1}(x \mid 01)$ given in 21 , we get that

$$
\begin{equation*}
T_{1}(x \mid 01)=(1+o(1)) x \sum_{q<z_{2}} \frac{1}{q \log ^{2} q} \sum_{z_{1}<p<q<p^{e^{H}}} \frac{\log ^{2} p}{p} \quad(x \rightarrow \infty) \tag{24}
\end{equation*}
$$

Using Lemma 4.3 in 24, we obtain that, as $x \rightarrow \infty$,

$$
T_{1}(x \mid 01)=(1+o(1))\left(1-e^{-2 H}\right) \frac{x}{2} \sum_{q<z_{2}} \frac{1}{q}=(1+o(1))\left(1-e^{-2 H}\right) \frac{x}{2} \log \log x
$$

which, combined with estimate 22 and since $H$ can be taken arbitrarily large, proves that

$$
T_{1}(x \mid 01)=(1+o(1)) \frac{x}{2} \log \log x \quad(x \rightarrow \infty)
$$

thus establishing 15 in the case of $\ell=2$.
Let us now estimate the expression

$$
E(x \mid 01):=\sum_{n \leq x}\left(\sum_{\substack{z_{1}<p<q<z_{2} \\ p|n \\ q| n+1 \\(n(n+1), q(p, q))=1 \\ \log Q \\ \log p<e H}} 1\right)^{2} .
$$

Recalling the definition of $T_{1}(x \mid 01)$ given above, we may write that

$$
\left.\begin{array}{rl}
E(x \mid 01) & =T_{1}(x \mid 01)+2 \sum_{\substack{z_{1}<p_{1}<q_{1}<p_{2}<q_{2}<z_{2} \\
p_{1} p_{2}\left|n, q_{1} q_{2}\right| n+1 \\
(n(n+1), Q(p, q))=1 \\
\log q_{j} \\
\log p_{j}<e^{H}, j=1,2}} 1 \\
& =T_{1}(x \mid 01)+2 \sum_{\substack{z_{1}<p_{1}<q_{1}<p_{2}<q_{2}<z_{2} \\
\log q_{j}}} R\left(x ; p_{1}, p_{2}, q_{1}, q_{2}\right), \\
\log p_{j}<e^{H}, j=1,2
\end{array}\right)
$$

say. Recalling the definition of $S(x ; p, q)$ given above, we obtain that

$$
\frac{R\left(x ; p_{1}, p_{2}, q_{1}, q_{2}\right)}{x}=(1+o(1)) \frac{S\left(x ; p_{1}, q_{1}\right)}{x} \cdot \frac{S\left(x ; p_{2}, q_{2}\right)}{x} \quad(x \rightarrow \infty)
$$

which substituted in 25 implies that

$$
\frac{E(x \mid 01)}{x}=(1+o(1))\left(\sum_{\substack{\left.z_{1}<p<q<z_{2} \\ \text { log } q<e\right)^{H} \\ \log p}} \frac{S(x ; p, q)}{x}\right)^{2}+o\left((\log \log x)^{2}\right) \quad(x \rightarrow \infty)
$$

Using the above and applying Lemmas 4.2 and 4.4 , we then obtain that

$$
\begin{equation*}
\frac{1}{x} \sum_{n \leq x}\left(\sum_{\substack{p|n, q| n+1 \\ p<q \\(n(n+1), Q(p, q))=1}} 1-\frac{1}{2} \log \log x\right)^{2}=O\left(\frac{1}{H}(\log \log x)^{2}\right) \tag{26}
\end{equation*}
$$

Since $H$ can be chosen arbitrarily large, it follows from (26) that

$$
\begin{equation*}
\frac{1}{x} \sum_{n \leq x}\left(\sum_{\substack{p|n, q| n+1 \\ p<q \\(n(n+1), Q(p, q))=1}} 1-\frac{1}{2} \log \log x\right)^{2}=o\left((\log \log x)^{2}\right) \quad(x \rightarrow \infty) \tag{27}
\end{equation*}
$$

which proves (16) in the case $\delta_{1} \delta_{2}=01$ and therefore 17 as well.
So far, we have only considered the particular case $\delta_{1} \delta_{2}=01$. Clearly the same holds when $\delta_{1} \delta_{2}=00$ or 10 or 11 .

For the general case, we proceed as follows. Given $\delta_{1} \ldots \delta_{\ell} \in\{0,1\}^{\ell}$, we set

$$
\begin{aligned}
& \nu\left(n \mid \delta_{1} \ldots \delta_{\ell}\right):=\sum_{\substack{p_{1}<\cdots<p_{\ell}}} \#\left\{p_{j} \mid n+\delta_{j}, j=1, \ldots, \ell, \text { with }\left(\frac{n(n+1)}{p_{1} \cdots p_{\ell}}, Q\left(p_{1}, p_{\ell}\right)\right)=1\right\} \\
& \nu_{1}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right):=\sum_{\substack{z_{1}<p_{1}<\cdots<p_{\ell}<z_{2} \\
\frac{\log p_{j+1}}{\log p_{j}<e^{H}, j=1, \ldots, \ell-1}}} \#\left\{p_{j} \mid n+\delta_{j}, \text { with }\left(\frac{n(n+1)}{p_{1} \cdots p_{\ell}}, Q\left(p_{1}, p_{\ell}\right)\right)=1\right\} \\
& \nu_{2}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right):= \\
& \nu\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)-\nu_{1}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)
\end{aligned}
$$

and we also set

$$
\begin{aligned}
T\left(x \mid \delta_{1} \ldots \delta_{\ell}\right) & :=\sum_{n \leq x} \nu\left(n \mid \delta_{1} \ldots \delta_{\ell}\right) \\
T_{j}\left(x \mid \delta_{1} \ldots \delta_{\ell}\right) & :=\sum_{n \leq x} \nu_{j}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right) \quad(j=1,2)
\end{aligned}
$$

It follows from Lemmas 4.2 and 4.4 that, for some absolute constant $c>0$,

$$
\begin{equation*}
\frac{1}{x} \sum_{n \leq x} \nu_{2}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)^{j} \leq \frac{c}{H}(\log \log x)^{j} \quad(j=1,2) \tag{28}
\end{equation*}
$$

Similarly, proceeding as we did for estimating $T(x \mid 01)$, we first write that

$$
T\left(x \mid \delta_{1} \ldots \delta_{\ell}\right)=T_{1}\left(x \mid \delta_{1} \ldots \delta_{\ell}\right)+T_{2}\left(x \mid \delta_{1} \ldots \delta_{\ell}\right)=T_{1}(x)+T_{2}(x)
$$

say, where, as $x \rightarrow \infty$,

$$
\begin{align*}
\frac{T_{1}(x)}{x} & =(1+o(1)) \sum_{\substack{z_{1}<p_{1}<\cdots<p_{\ell}<z_{2} \\
\frac{\log p_{j+1}}{\log p_{j}<e^{H}, j=1, \ldots, \ell-1}}} \frac{1}{p_{1} \cdots p_{\ell}} \prod_{p_{1}<\pi<p_{\ell}}\left(1-\frac{2}{\pi}\right) \\
& =(1+o(1)) \sum_{\substack{z_{1}<p_{1}<\cdots<p_{\ell}<z_{2} \\
\frac{\log p_{j+1}}{\log p_{j}<e^{H}, j=1, \ldots, \ell-1}}} \frac{1}{p_{1} \cdots p_{\ell}} \frac{\log ^{2} p_{1}}{\log ^{2} p_{\ell}} \tag{29}
\end{align*}
$$
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Making repetitive use of Lemma 4.3 in evaluating the sum in 29), we obtain that

$$
\begin{align*}
& \frac{T_{1}(x)}{x}=(1+o(1)) \frac{1-e^{-2 H}}{2} \cdot \sum_{\substack{z_{1}<p_{2}<\cdots<p_{\ell}<z_{2} \\
\frac{\log p_{j+1}}{\log p_{j}}<e^{H}, j=2, \ldots, \ell-1}} \frac{1}{p_{2} \cdots p_{\ell}} \frac{\log ^{2} p_{2}}{\log ^{2} p_{\ell}} \\
& \vdots \\
&=(1+o(1))\left(\frac{1-e^{-2 H}}{2}\right)^{\ell-1} \sum_{z_{1}<q<z_{2}} \frac{1}{q}  \tag{30}\\
&=(1+o(1))\left(\frac{1-e^{-2 H}}{2}\right)^{\ell-1} \log \log x
\end{align*}
$$

On the other hand, as in the case of $\ell=2$, in light of 28), it is clear that

$$
\begin{equation*}
T_{2}(x)=O\left(\frac{\log \log x}{H}\right) \tag{31}
\end{equation*}
$$

Combining (30) and 31, and observing that $H$ can be chosen arbitrarily large, we may conclude that

$$
\begin{equation*}
\frac{T(x)}{x}=(1+o(1)) \frac{\log \log x}{2^{\ell-1}} \tag{32}
\end{equation*}
$$

It remains to prove that

$$
\begin{equation*}
\frac{1}{x} \sum_{n \leq x}\left(\nu\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)-\frac{\log \log x}{2^{\ell-1}}\right)^{2}=o\left((\log \log x)^{2}\right) \quad(x \rightarrow \infty) \tag{33}
\end{equation*}
$$

First observe that, in light of Lemmas 4.2 and 4.4 it will be sufficient to prove that

$$
\begin{equation*}
\frac{1}{x} \sum_{n \leq x}\left(\nu_{1}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)-\frac{\log \log x}{2^{\ell-1}}\right)^{2}=O\left(\frac{(\log \log x)^{2}}{H}\right) \tag{34}
\end{equation*}
$$

To do so, we start by observing that the left hand side of (34) is equal to

$$
\begin{gathered}
\frac{1}{x} \sum_{n \leq x} \nu_{1}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)^{2}-2 \frac{\log \log x}{2^{\ell-1}} \frac{1}{x} \sum_{n \leq x} \nu_{1}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)+\frac{\lfloor x\rfloor}{x}\left(\frac{\log \log x}{2^{\ell-1}}\right)^{2} \\
=\frac{1}{x} \Sigma_{1}-2 \frac{\log \log x}{2^{\ell-1}} \cdot \frac{1}{x} T_{1}(x)+\frac{\lfloor x\rfloor}{x}\left(\frac{\log \log x}{2^{\ell-1}}\right)^{2}
\end{gathered}
$$

say. We already know from (30) that

$$
\frac{T_{1}(x)}{x}=(1+o(1))\left(1+O\left(\frac{1}{H}\right)\right) \frac{\log \log x}{2^{\ell-1}} \quad(x \rightarrow \infty)
$$
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Therefore, in order to prove (34), it will be enough to show that

$$
\begin{equation*}
\frac{1}{x} \Sigma_{1}=(1+o(1)) \cdot\left(\frac{\log \log x}{2^{\ell-1}}\right)^{2} \cdot\left(1+O\left(\frac{1}{H}\right)\right) \quad(x \rightarrow \infty) \tag{35}
\end{equation*}
$$

By definition, we have that

$$
\nu_{1}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)^{2}=\sum_{\substack{p_{j}\left|n+\delta_{j}, q_{j}\right| n+\delta_{j}, j=1, \ldots, \ell \\ z_{1}<p_{1}<\cdots<p_{\ell}<z_{2}, z_{1}<q_{1}<\cdots<q_{\ell}<z_{2} \\ \frac{\log p_{j}+1}{\log p_{j}}<e^{H}, \frac{\log q_{j+1}}{\log q_{j}}<e^{H}, j=1, \ldots, \ell-1}} 1
$$

Notice that the above sum runs over two $\ell$-tuples of increasing primes, namely $p_{1}<\cdots<p_{\ell}$ and $q_{1}<\cdots<q_{\ell}$. For each such pair of $\ell$-tuples, let us consider their intersection

$$
I:=\left\{p_{1}, \ldots, p_{\ell}\right\} \cap\left\{q_{1}, \ldots, q_{\ell}\right\} .
$$

The contribution to $\Sigma_{1}$ of those pairs for which $I \neq \emptyset$ can be neglected. To see this, let us assume, for simplicity, that $\delta_{1}=0$, in which case we have that $p_{1} \mid n$. This means that $q_{1}$ must be equal to one of the primes $p_{2}, \ldots, p_{\ell}$, allowing for only $\ell-1$ possibilities. Hence, the number of those pairs of $\ell$-tuples for which the corresponding set $I$ is non empty does not exceed $(\ell-1) \Omega(n(n+1))$, and therefore their contribution to $\Sigma_{1}$ does not exceed
$\frac{1}{x} \sum_{n \leq x} c(\Omega(n)+\Omega(n+1)) \ll \log \log x$ for some constant $c$ which may depend on $\ell$.
We can therefore assume that $I=\emptyset$ and without loss of generality that $p_{\ell}<q_{1}$, in which case we have

$$
\frac{1}{x} \Sigma_{1}=\frac{1}{x} \sum_{\substack{z_{1}<p_{1}<\cdots<p_{\ell}<q_{1}<\cdots<q_{\ell}<z_{2} \\ \frac{\log p_{j+1}}{\log p_{j}}<e^{H}, \frac{\log q_{j+1}+1}{\log q_{j}}<e^{H,}, j=1, \ldots, \ell-1}} \sum_{\substack{n \leq x \\ p_{j}\left|n+\delta_{j}, q_{j}\right| n+\delta_{j} \\ j=1, \ldots, \ell}} 1+O(\log \log x) .
$$

Then, following the same pattern that lead to estimate (32), we finally obtain that

$$
\frac{1}{x} \Sigma_{1}=\left(1+O\left(\frac{1}{H}\right)\right) \frac{(\log \log x)^{2}}{2^{2(\ell-1)}}
$$

which allows us to conclude that (35) holds, and therefore (34) and (33) as well, thus proving our claim.
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## 7. The proof of Theorem 2.2

The proof of Theorem 2.2 runs along the same lines as that of Theorem 2.1. The only difference is that we need to treat separately the prime divisors of $a(n)=n(n+1) \cdots(n+t-1)$ which are smaller than $t$, and in fact ignore them altogether in listing the digits that form the number $0 . h(2) h(3) h(4) \ldots$..

## 8. The proof of Theorem 2.3

In order to avoid repeating the same arguments as in the proof of Theorem 2.1, we only provide a sketch of the proof.

Given an integer $n \geq 2$ and a word $\delta_{1} \ldots \delta_{\ell} \in\{0,1, \ldots, t-1\}^{\ell}$, we set

$$
\widetilde{K}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)=\#\left\{j \in\{0,1, \ldots, k-r\}: s_{n}\left(p_{j+r}\right)=\delta_{r} \text { for } r=1, \ldots, \ell\right\}
$$

Proceeding as we did in the proof of Theorem 2.1. one can easily establish that, as $x \rightarrow \infty$,

$$
\frac{1}{x} \sum_{n \leq x}\left(\widetilde{K}\left(n \mid \delta_{1} \ldots \delta_{\ell}\right)-\frac{\log \log x}{t^{\ell-1}}\right)^{2}=o\left((\log \log x)^{2}\right)
$$

It follows from this that the number $0 . h(2) h(3) h(4) \ldots$ is a normal number in base $t$, thus proving Theorem 2.3 .
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