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1. Introduction. In [1] we defined two functions which may be called the average prime divisor of an integer. They are, for $n \geqq 2$,

$$
P_{*}(n)=\frac{\beta(n)}{\omega(n)}, \quad P^{*}(n)=\frac{B(n)}{\Omega(n)}, \quad \beta(n)=\sum_{p \mid n} p, \quad B(n)=\sum_{p^{*} \| n} \alpha p
$$

and as usual $\omega(n)$ is the number of distinct prime factors of $n, \Omega(n)$ is the total number of prime factors of $n, p^{\alpha} \| n$ means that $p^{\alpha}$ ( $p$ prime) exactly divides $n$. It was shown in [1] that, for each fixed natural number $m$, there exist computable constants $e_{1}, e_{2}, \ldots, e_{m}$, $f_{1}, f_{2}, \ldots, f_{m}, 0<f_{1}<e_{1}$, such that

$$
\begin{align*}
& \sum_{2 \leqq n \leqq x} P_{*}(n)=x^{2}\left(\frac{e_{1}}{\log x}+\frac{e_{2}}{\log ^{2} x}+\cdots+\frac{e_{m}}{\log ^{m} x}+O\left(\frac{1}{\log ^{m+1} x}\right)\right)  \tag{1.1}\\
& \sum_{2 \leqq n \leqq x} P^{*}(n)=x^{2}\left(\frac{f_{1}}{\log x}+\frac{f_{2}}{\log ^{2} x}+\cdots+\frac{f_{m}}{\log ^{m} x}+O\left(\frac{1}{\log ^{m+1} x}\right)\right) \tag{1.2}
\end{align*}
$$

We also proved that an asymptotic formula similar to (1.1) and (1.2) holds also for sums of $\beta(n), B(n)$ and $P(n)$ (the largest prime factor of $n \geqq 2$ ). These questions were considered in a general setting by De Koninck and Mercier [2], where under suitable conditions asymptotic relations of the form

$$
\begin{equation*}
\sum_{2 \leqq n \leqq x} f(P(n))=(1+o(1)) \sum_{2 \leqq n \leqq x} f(n) \quad(x \rightarrow \infty) \tag{1.3}
\end{equation*}
$$

are established, and in fact both sums in (1.3) are evaluated asymptotically. Here $f(n)$ denotes a "large", strongly additive arithmetic function defined by the relation

$$
\begin{equation*}
f(n)=\sum_{p \mid n} p^{\varrho} L(p) \tag{1.4}
\end{equation*}
$$

for some $\varrho>0$, and where $L(x)$ is a slowly oscillating (or slowly varying) function. Slowly oscillating functions (see E. Seneta [8] for a comprehensive account) are continuous for $x \geqq x_{0}$, and satisfy $\lim _{x \rightarrow \infty} L(K x) / L(x)=1$ for any fixed $K>0$. For our purposes (similarly as in [2]), we shall consider positive slowly oscillating functions $L(x)$ which are defined
for $x \geqq 2$ and may be written, for $x \geqq x_{0} \geqq 2$, as

$$
\begin{equation*}
L(x)=K \exp \left(\int_{x_{0}}^{x} \eta(t) \frac{d t}{t}\right), \quad \lim _{t \rightarrow \infty} \eta(t)=0, \quad K>0 \tag{1.5}
\end{equation*}
$$

Indeed, it was shown already by J. Karamata [5], who founded the theory of slowly oscillating functions, that a general slowly oscillating function $L(x)$ has a representation of the form (1.5) where $K$ is not a constant but a function $K=K(x)$ which tends to a finite limit as $x \rightarrow \infty$. Thus every slowly oscillating function is asymptotic to a function of the form (1.5), and the latter have the advantage of being differentiable for $x \geqq x_{0}$. In analogy with $\omega(n), \Omega(n)$ and $\beta(n), B(n)$ we define also the additive function $F(n)$, which may be thought of as the companion function of $f(n)$. This is, for $n \geqq 2$,

$$
\begin{equation*}
F(n)=\sum_{p^{\alpha} \| n}{ }^{\alpha} p^{\varrho} L(p) \quad(\varrho>0) \tag{1.6}
\end{equation*}
$$

Our aim is to investigate the behaviour of $f(n), F(n)$ and $P_{*}(n), P^{*}(n)$ in "short" intervals $[x, x+h]$, where "short" means that $h=o(x)$ as $x \rightarrow \infty$. It will turn out that these problems are in an intrinsic way connected to the problem of the range of validity of the asymptotic relation

$$
\begin{equation*}
\pi(x+h)-\pi(x)=(1+o(1)) \frac{h}{\log x} \tag{1.7}
\end{equation*}
$$

where as usual $\pi(x)=\sum_{p \leq x} 1$ is the number of primes not exceeding $x$. This is one of the most famous problems of prime number theory, and it is known e.g. that on the Lindelof hypothesis $\left(\zeta\left(\frac{1}{2}+i t\right) \ll|t|^{\varepsilon}\right)(1.7)$ holds for $h=x^{1 / 2+\varepsilon}$. We are interested in unconditional results, and thus we can use (1.7) in the range

$$
\begin{equation*}
x^{7 / 12} \log ^{22} x \leqq h \leqq x \tag{1.8}
\end{equation*}
$$

This was proved by A. Ivic [3] (see also [4], Ch. 12), and in fact (1.8) was shown to hold with $h \geqq x^{7 / 12} \log ^{22-\delta} x$ with some $\delta>0$. The constant $\frac{7}{12}$ comes from $\frac{7}{12}=1-\frac{1}{C}$, where $C=\frac{12}{5}$ is the currently best known constant (see Ch. 11 of [4]) for which the zero-density estimate $N(\sigma, T) \ll T^{C(1-\sigma)} \log ^{D} T(D \geqq 0)$ holds. Here as usual $N(\sigma, T)$ denotes the number of zeros $\varrho=\beta+i \gamma$ of $\zeta(s)$ for which $\beta \geqq \sigma \geqq \frac{1}{2},|\gamma| \leqq T$. It is not hard to guess the behaviour of $P_{*}(n)$ and $P^{*}(n)$ in short intervals, although the difficulty in dealing with them lies in the fact that they are neither additive nor multiplicative. Indeed, from (1.1) we have by the mean value theorem

$$
\sum_{x<n \leqq x+h} P_{*}(n)=e_{1} \frac{(x+h)^{2}}{\log (x+h)}-e_{1} \frac{x^{2}}{\log x}+O\left(\frac{x^{2}}{\log ^{2} x}\right)=\left(2 e_{1}+o(1)\right) \frac{h x}{\log x}
$$

for

$$
\frac{x \phi(x)}{\log x} \leqq h \leqq o(x), \quad \text { if } \lim _{x \rightarrow \infty} \phi(x)=\infty, \quad \phi(x)=o(\log x), \quad(x \rightarrow \infty)
$$

since $\left(x^{2} / \log x\right)^{\prime}=2 x / \log x-x / \log ^{2} x$. Naturally, the above range of $h$ is very poor, and a similar type of result could be obtained for $f(n)$ and $F(n)$ in short intervals by the main term for $\sum_{n \leqq x} f(n)$ evaluated in [2] (the methods of [2] will also work for $F(n)$ at the cost of some technical complications). It is the aim of this paper to obtain much better ranges for $h$, by connecting these problems to (1.7) and (1.8). We shall prove

Theorem 1. Let $f(n)$ and $F(n)$ be defined by (1.4) and (1.6) respectively, with $L(x)$ given by (1.5). Then for $x^{7 / 12} \log ^{22} x \leqq h \leqq o(x)$ we have, as $x \rightarrow \infty$,

$$
\begin{equation*}
\sum_{x<n \leqq x+h} f(n)=(\zeta(1+\varrho)+o(1)) \frac{h x^{\varrho} L(x)}{\log x} \tag{1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{x<n \leqq x+h} F(n)=(\zeta(1+\varrho)+o(1)) \frac{h x^{\varrho} L(x)}{\log x} . \tag{1.10}
\end{equation*}
$$

Note that for $\varrho=1, L(x)=1$ we obtain $f(n)=\beta(n), F(n)=B(n)$, hence Theorem 1 gives the asymptotic behaviour of $\sum_{x<n \leqq x+h} \beta(n)$ and $\sum_{x<n \leqq x+h} B(n)$.

Our second result concerns the behaviour of $P_{*}(n)$ and $P^{*}(n)$ in short intervals. Our method of approach certainly makes it possible to deal with more general arithmetic functions than $P_{*}(n)$ and $P^{*}(n)$, but we wanted to single out these two because of their arithmetic significance, since either of them may be thought of as the average prime divisor of $n$.

Theorem 2. For $x^{7 / 12} \log ^{22} x \leqq h \leqq o(x)$ we have, as $x \rightarrow \infty$,

$$
\begin{equation*}
\sum_{x<n \leqq x+h} P_{*}(n)=\left(2 e_{1}+o(1)\right) \frac{h x}{\log x} \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{x<n \leqq x+h} P^{*}(n)=\left(2 f_{1}+o(1)\right) \frac{h x}{\log x} \tag{1.12}
\end{equation*}
$$

where $0<f_{1}<e_{1}$ are the constants appearing in (1.1) and (1.2), respectively.
2. Proof of Theorem 1. We shall give only the proof of the somewhat more complicated relation (1.10), since both proofs are similar. Note that if $R(x)=x^{e} L(x)$, then

$$
R^{\prime}(x)=\varrho x^{\varrho-1} L(x)+x^{\varrho} L^{\prime}(x)=x^{\varrho-1} L(x)(\varrho+\eta(x))>0
$$

for $x \geqq x_{1}$, since $\lim _{x \rightarrow \infty} \eta(x)=0$. Hence $R(x)$ is increasing for $x \geqq x_{1}$ and

$$
\begin{aligned}
\sum_{x<n \leqq x+h} F(n) & =\sum_{x<n \leqq x+h, P(n) \leqq \sqrt{x}} F(n)+\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} F(n) \\
& =\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} F(n)+O\left(x^{\varrho / 2+\varepsilon} h\right),
\end{aligned}
$$

since for $x_{1}<P(n) \leqq \sqrt{x}$

$$
F(n) \leqq\left\{P^{e}(n) L(P(n))+O(1)\right\} \sum_{p^{*} \| n} \alpha=\left\{P^{e}(n) L(P(n))+O(1)\right\} \Omega(n) \ll x^{e / 2+\varepsilon}
$$

because trivially $\Omega(n) \ll \log n$, and it follows from (1.5) that $L(x) \ll x^{\varepsilon}$ for any $\varepsilon>0$. If $q$ denotes primes, then we have

$$
\begin{aligned}
\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} F(n) & =\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} P^{e}(n) L(P(n))+\sum_{\substack{x<n \leq x+h \\
P(n)>\sqrt{x}}} \sum_{\substack{q^{k} \| n \\
q<P(n)}} k q^{e} L(q) \\
& =\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} P^{\varrho}(n) L(P(n))+O\left(h x^{\varrho / 2+\varepsilon}\right),
\end{aligned}
$$

since $q \sqrt{x} \leqq q^{k} P(n) \leqq n \leqq x+h$ implies $q \leqq 2 \sqrt{x}$, whence

$$
\sum_{q^{k} \| n, q<P(n)} k q^{\varrho} L(q) \ll x^{\frac{1}{2}(\varrho+\varepsilon)} \Omega(n) \ll x^{\varrho / 2+\varepsilon}
$$

But if $x<n \leqq x+h, P(n)>\sqrt{x}$, then $n=p m, p=P(n)>\sqrt{x}, \frac{x}{m}<p \leqq \frac{x+h}{m}$, and $m$ is an integer satisfying $1 \leqq m \leqq(x+h) / p \leqq(x+h) x^{-1 / 2} \leqq 2 \sqrt{x}, P(m)<p$. Hence

$$
\begin{align*}
& \sum_{x<n \leqq x+h, P(n)>\sqrt{x}} P^{\varrho}(n) L(P(n))=\sum_{m \leqq(x+h) x-1 / 2} \sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}, p>P(m)} p^{\varrho} L(p)  \tag{2.1}\\
= & \sum_{m \leqq M} \sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}} p^{\varrho} L(p)+O\left(\sum_{M<m \leqq 2 \sqrt{x}} x^{\varrho} m^{-\varrho} L(2 \sqrt{x}) \sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}} 1\right),
\end{align*}
$$

where $M$ is a fixed, large integer. This procedure is necessary, since in the inner sum in the $O$-term in (2.1), $\frac{h}{m}$ is small when compared to $\frac{x}{m}$, hence we cannot use (1.7) in the range (1.8). Instead we use the well-known inequality (e.g. see H. L. Montgomery [6])

$$
\begin{equation*}
\pi(X+Y)-\pi(X) \leqq \frac{2 Y}{\log Y} \quad(X, Y \geqq 2) \tag{2.2}
\end{equation*}
$$

to obtain

$$
\sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}} 1 \ll \frac{h}{m \log x} \quad\left(1 \leqq m \leqq 2 \sqrt{x}, x^{7 / 12} \leqq h \leqq x\right) .
$$

Thus the error term in (2.1) is

$$
\begin{equation*}
O\left(h x^{e} M^{-\varrho} \frac{L(x)}{\log x}\right) \tag{2.3}
\end{equation*}
$$

We will now use Lemma 1 stated in [2] and which essentially says that there exists a real function $\phi$ satisfying $\lim _{x \rightarrow \infty} \phi(x)=+\infty$ and such that

$$
\begin{equation*}
L(x / n)=(1+o(1)) L(x), \quad \text { uniformly for } 1 \leqq n \leqq \phi(x) \quad \text { as } \quad x \rightarrow \infty \tag{2.4}
\end{equation*}
$$

Hence from now on we assume that $M \leqq \phi(x)$.

We shall use now (1.7) for the range $h \geqq x^{7 / 12} \log ^{22-\delta} x$ with $x$ and $h$ replaced by $\frac{x}{m}$ and $\frac{h}{m}$ respectively, $1 \leqq m \leqq M$. We have $\left(\frac{x}{m}\right)^{7 / 12} \log ^{22-\delta} \frac{x}{m} \leqq \frac{h}{m}$ for $x^{7 / 12} \log ^{22} x \leqq h \leqq o(x)$ as $x \rightarrow \infty$. Hence in the last range

$$
\begin{aligned}
\sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}} p^{\varrho} L(p) & \leqq\left(\frac{x+h}{m}\right)^{\varrho} L\left(\frac{x+h}{m}\right)\left(\pi\left(\frac{x+h}{m}\right)-\pi\left(\frac{x}{m}\right)\right) \\
& =(1+o(1)) \frac{x^{\varrho} h L(x)}{m^{\varrho+1} \log x}
\end{aligned}
$$

and a lower bound of the same form follows analogously. Thus we obtain

$$
\begin{align*}
\sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}} p^{o} L(p)= & (1+o(1)) \frac{x^{Q} h L(x)}{m^{Q+1} \log x}  \tag{2.5}\\
& \left(1 \leqq m \leqq M, x^{7 / 12} \log ^{22} x \leqq h \leqq o(x), x \rightarrow \infty\right) .
\end{align*}
$$

Using (2.5) in (2.1) and keeping in mind (2.3) we obtain

$$
\begin{aligned}
& \quad \sum_{x<n \leqq x+h, P(n)>\sqrt{x}} P^{\varrho}(n) L(P(n))=(1+o(1)) \sum_{m \leq M} \frac{h x^{\varrho} L(x)}{m^{\varrho+1} \log x}+O\left(h x^{\varrho} M^{-\varrho} \frac{L(x)}{\log x}\right) \\
& \quad=(1+o(1)) \zeta(\varrho+1) h x^{\varrho} \frac{L(x)}{\log x}+O\left(h x^{\varrho} M^{-\varrho} \frac{L(x)}{\log x}\right),
\end{aligned}
$$

and thus

$$
\begin{aligned}
\sum_{x<n \leqq x+h} F(n) & =\left(\zeta(\varrho+1)+o(1)+O\left(M^{-\varrho}\right)\right) h x^{\varrho} \frac{L(x)}{\log x}+O\left(h x^{\varrho / 2+\varepsilon}\right) \\
& =(\zeta(\varrho+1)+o(1)) h x^{\varrho} \frac{L(x)}{\log x}
\end{aligned}
$$

if $0<\varepsilon<\varrho / 3$ and $M=\phi(x) \rightarrow \infty$. This finishes the proof of Theorem 1, with the remark that the $o(1)$-terms in (1.9) and (1.10) could be improved if one used a sharper form of (1.7).
3. Proof of Theorem 2. We shall prove only (1.11), since the proof of (1.12) is analogous. Using the method of proof of Theorem 1 we obtain

$$
\begin{aligned}
\sum_{x<n \leqq x+h} P_{*}(n) & =\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} P_{*}(n)+O\left(h x^{1 / 2+\varepsilon}\right) \\
& =\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} \frac{\beta(n)}{\omega(n)}+O\left(h x^{1 / 2+\varepsilon}\right) \\
& =\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} \frac{P(n)}{\omega(n)}+O\left(h x^{1 / 2+\varepsilon}\right) .
\end{aligned}
$$

Now if $x<n \leqq x+h, P(n)>\sqrt{x}$, then $n=p m$ with $p=P(n), \omega(n)=\omega(m)+1$, $\frac{x}{m}<p \leqq \frac{x+h}{m}, 1 \leqq m \leqq(x+h) / p \leqq 2 \sqrt{x}, P(m)<p$. Similarly as in the proof of (2.1),
with the error term given by (2.3), we have

$$
\begin{align*}
\sum_{x<n \leqq x+h, P(n)>\sqrt{x}} \frac{P(n)}{\omega(n)} & =\sum_{m \leqq(x+h) x-1 / 2} \frac{1}{\omega(m)+1} \sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}, p>P(m)} p  \tag{3.1}\\
& =\sum_{1 \leqq m \leqq M} \frac{1}{\omega(m)+1} \sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}} p+O\left(\frac{h x}{M \log x}\right),
\end{align*}
$$

where again $M$ is a large, fixed integer $M \leqq \phi(x)$. We use (2.5) with $\varrho=1, L(x) \equiv 1$ to estimate the last sum in (3.1), and we obtain

$$
\begin{align*}
\sum_{n \leqq x+h, P(n)>V_{x}^{-}} \frac{P(n)}{\omega(n)} & =(1+o(1)) \frac{h x}{\log x} \sum_{1 \leqq m \leqq M} \frac{1}{m^{2}(\omega(m)+1)}+O\left(\frac{h x}{M \log x}\right)  \tag{3.2}\\
& =\left(\sum_{m=1}^{\infty} \frac{1}{m^{2}(\omega(m)+1)}+o(1)\right) \frac{h x}{\log x}+O\left(\frac{h x}{M \log x}\right) .
\end{align*}
$$

Letting $M=\phi(x)$ and $x \rightarrow \infty$ we obtain (1.11) from (3.2), since analyzing the proof of (1.1) given in [1] it is found that

$$
e_{1}=\frac{1}{2} \sum_{m=1}^{\infty} \frac{1}{m^{2}(\omega(m)+1)}=0.65321 \ldots .
$$

The asymptotic relation (1.12) is established analogously, with

$$
f_{1}=\frac{1}{2} \sum_{m=1}^{\infty} \frac{1}{m^{2}(\Omega(m)+1)}=0.64259 \ldots,
$$

whence $0<f_{1}<e_{1}$. We thank J.-P. Massias (Limoges) who has kindly computed the values of $e_{1}$ and $f_{1}$.
4. Remarks. We first note that Theorem 2 could have been stated to deal with more general arithmetic functions. In fact, we can prove for instance that, using the same technique as in the proof of Theorem 2, if $f$ is defined by (1.4) with $\varrho>0$ and $L$ satisfying (1.5), then, for $x^{7 / 12} \log ^{22} x \leqq h \leqq o(x)$,

$$
\sum_{x<n \leq x+h} \frac{f(n)}{\omega(n)}=\left(c_{e}+o(1)\right) \frac{h x^{e} L(x)}{\log x}
$$

with $c_{Q}=\sum_{d=1}^{\infty} \frac{1}{(\omega(d)+1) d^{Q+1}}$.
Throughout this paper, we have focused our attention on additive functions defined by (1.4) and (1.6) where $\varrho>0$. But one may also consider functions with corresponding $\varrho=0$, which means dealing with "small" additive functions, such as $\omega(n)$ and $\Omega(n)$ (whereas for $\varrho>0$, we had "large" additive functions). In the case of $\sum_{2 \leqq n \leqq x} f(n)$, this possibility was treated in detail in [2]. There, essentially, it was shown that if $f(n)=\sum_{p \mid n} L(p)$, where $L$ is a slowly oscillating function of the type (1.5), then
$\sum_{2 \leqq n \leqq x} f(n) \sim x \int_{2}^{x} \frac{L(u)}{u \log u} d u$, and that the asymptotic behaviour of $U(x):=\int_{2}^{x} \frac{L(u)}{u \log u} d u$ can be given more explicitly depending on the value of $c=\lim _{x \rightarrow \infty} x(\log x) L^{\prime}(x) / L(x)$. In fact, five cases for the values of $c$ were considered, namely $c=\infty, c>0, c=0, c<0$ and $c=-\infty$. In three of these, $U(x)$ can be simplified. For example, if $c>0$, one has $U(x) \sim c^{-1} L(x)$, while if $c<0$ or $c=-\infty$, one has $U(x) \sim \sum_{p} f(p) / p$.

Appropriate analogues of (1.9) and (1.10) may also be obtained in the case $\varrho=0$, provided the corresponding function $L(x)$ grows fast enough, that is, if it satisfies

$$
\begin{equation*}
\lambda(x)=\lambda_{L}(x)=x(\log x) L^{\prime}(x) / L(x) \rightarrow+\infty, \quad \text { as } x \rightarrow \infty \tag{4.1}
\end{equation*}
$$

In order to avoid repetition of some of the arguments already given above, we only state the result and give the main idea of the proof.

Theorem 3. Let $f(n)$ and $F(n)$ be defined by (1.4) and (1.6) with $\varrho=0$ respectively, with $L(x)$ given by (1.5) and satisfying (4.1). Then, for $x^{7 / 12+\varepsilon} \leqq h \leqq o(x)$, we have, as $x \rightarrow \infty$,

$$
\begin{equation*}
\sum_{x<n \leqq x+h} f(n)=(1+o(1)) h \int_{2}^{x} \frac{L(u)}{u \log u} d u \tag{4.2}
\end{equation*}
$$

and the same estimate holds for $\sum_{x<n \leqq x+h} F(n)$.
We only sketch the proof of (4.2). First we write

$$
\begin{aligned}
\sum_{x<n \leqq x+h} f(n) & =\sum_{p \leqq x+h} L(p)\left(\left[\frac{x+h}{p}\right]-\left[\frac{x}{p}\right]\right)=\sum_{m \leqq x} \sum_{\frac{x}{m}<p \leqq \frac{x+h}{m}} L(p) \\
& =\sum_{1}+\sum_{2}
\end{aligned}
$$

where in $\Sigma_{1}$, we have $m \leqq x^{\varepsilon}$ and in $\Sigma_{2}, x^{\varepsilon}<m \leqq x$. In $\sum_{1}$ the condition $h \geqq x^{7 / 12+\varepsilon}$ ensures that

$$
\frac{h}{m} \geqq\left(\frac{x}{m}\right)^{7 / 12}\left(\log \frac{x}{m}\right)^{22}
$$

Hence we may use (1.7) (with $x$ and $h$ replaced by $x / m$ and $h / m$, respectively) to deduce that the inner sum in $\sum_{1}$ is equal to

$$
(1+o(1)) \frac{L(x / m) \cdot h / m}{\log (x / m)}
$$

This allows us to write

$$
\Sigma_{1}=(1+o(1)) h \int_{2}^{x^{\varepsilon}} \frac{L(x / t) d t}{t \log (x / t)}=(1+o(1)) h\left(U(x)-U\left(x^{1-\varepsilon}\right)\right)
$$

where we put

$$
U(x)=U_{L}(x)=\int_{2}^{x} \frac{L(u)}{u \log u} d u
$$

Clearly $U(x) \rightarrow \infty$ as $x \rightarrow \infty$, and by l'Hôpital's rule we obtain ( $0<\varepsilon<1$ is fixed)

$$
\begin{aligned}
\lim _{x \rightarrow \infty} \frac{U(x)}{U\left(x^{1-\varepsilon}\right)} & =\lim _{x \rightarrow \infty} \frac{U^{\prime}(x)}{(1-\varepsilon) x^{-\varepsilon} U^{\prime}\left(x^{1-\varepsilon}\right)}=\lim _{x \rightarrow \infty} \frac{L(x)}{L\left(x^{1-\varepsilon}\right)} \\
& =\lim _{x \rightarrow \infty} \exp \left(\int_{x^{1-\varepsilon}}^{x} \eta(t) t^{-1} d t\right)=\exp \left(\lim _{x \rightarrow \infty} \int_{x^{1-\varepsilon}}^{x} \frac{\lambda(t)}{t \log t} d t\right) \\
& \geqq \exp \left(\lim _{x \rightarrow \infty}\left(\min _{x^{1-s \leqq t \leqq x}} \lambda(t)\right) \int_{x^{1-\varepsilon}}^{x} \frac{d t}{t \log t}\right) \\
& \geqq \exp \left(\lim _{x \rightarrow \infty}\left(\min _{x^{1-\varepsilon} \leqq t \leqq x} \lambda(t)\right) \cdot \log \frac{1}{1-\varepsilon}\right)=\infty,
\end{aligned}
$$

since $\lambda(t) \rightarrow \infty$ as $t \rightarrow \infty$, and $\eta(t)=\lambda(t) / \log t$ by (1.5) and (4.1). Hence $U\left(x^{1-\varepsilon}\right)=o(U(x))$ as $x \rightarrow \infty$, and this proves that

$$
\Sigma_{1}=(1+o(1)) h U(x) \quad(x \rightarrow \infty) .
$$

And finally, using (2.2), we obtain that

$$
\begin{aligned}
\Sigma_{2} & <\sum_{x^{\star}<m \leqq x} L(x / m)\left(\pi\left(\frac{x+h}{m}\right)-\pi\left(\frac{x}{m}\right)\right)<2 h \sum_{x^{\varepsilon}<m \leqq x} \frac{L(x / m)}{m \log (h / m)} \\
& \ll h \sum_{x^{\varepsilon}<m \leqq x} \frac{L(x / m)}{m \log (x / m)} \ll h U\left(x^{1-\varepsilon}\right)=o(h U(x)),
\end{aligned}
$$

so that (4.2) is established.

It is also interesting to note that, using a recent result of C. J. Mozzochi [7], namely

$$
\pi(x+h)-\pi(x) \gg h /(\log x), \quad x^{c+\varepsilon} \leqq h \leqq x,
$$

with $c=\frac{11}{20}-\frac{1}{384}=0.5473958 \ldots$, one can replace the estimates (1.9), (1.10), (1.11), (1.12) and (4.2) by lower bounds for the corresponding sums for a wider range of $h=h(x)$.
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